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Abstract : Big Data refers to collection of large datasets containing bulky amount of data. Big Data is generated from various sources
such as social networking sites like Facebook, Twitter, Instagram etc. and the data that is generated can be in various formats like
structured, semi-structured or unstructured format. Social media monitoring is growing day by day, therefore, analysis of social data
plays a vital role in knowing user behavior. These behavior of users country wise helps in getting information about various current
trends and can be used further in deciding usefulness of some tasks, products, and themes. Therefore, it is important and necessary to
classify these trending topics into various categories with high accuracy for better information retrieval. To address this problem, this
paper aims to classify Tweets into general categories first such as sports, politics, technology and more categories later on based on
Naive Bayes algorithm. Tweets are available in JSON format which is to be converted into a structured data. By classification all the
tweets about a particular topic we would give the output of how data is classified for a particular topic with a good accuracy.

Index Terms - Classification, Trending Topics, Tweets, Twitter, Naive Bayes Algorithm.

. INTRODUCTION

Twitter is a social networking site launched on July 2006. Twitter is an online news and social networking service where users
post and interact with messages, known as “tweets”, restricted to 280 characters at [1]. Registered users can post the tweets, but
those who are unregistered can only read those tweets. Users access Twitter through its website interface, Short Message Service
(SMS) or mobile device application software at [2]. Many people make use of social networking sites like Twitter to share their
emotions, sentiments as well as providing the latest information which is evident from the reactions of people on the events
encompassing the Egyptian revolution of 2011 at [3].

There is a lot of drivel on Twitter. But at the same time, there is a growing base of really useful Information and knowledge
content on Twitter. Here the important thing is that which content is worth following there. If a user wants to search tweets about a
particular topic then the categorization of tweets must be done first to make any sense out of the vast amounts of tweets in Twitter.
For this purpose we propose the use of Naive Bayes supervised learning classifier for the categorization of tweets. Before going into
the details, the necessary information related to twitter in general are given asfollows.

TWEET - A tweet is simply a posting a message of up to 280 characters. People post messages about their various daily activities via
these tweets. News are also been posted by the news channels, tweeting them via Twitter to alert the users. These messages also
include URLSs to web pages or hash tags to relate tweets of similar topics together.

Characteristics of Tweets: Twitter messages have many unique attributes, which differentiates our research from previous research:

A. Length: The maximum length of a Twitter message is 280 characters. From our training data set, we calculate that the average
length of a tweet is 28 words or 156 characters.

B. Data availability: Another difference is the magnitude of data available. With the Twitter API, it is very easy to collect millions
of tweets for training. In previous research, tests only consisted of thousands of training items.

C. Language model: Twitter users post messages from many different media, including their cell phones, laptops etc. The frequency
of misspellings, repetitions and slang in tweets is much higher than in other domains.

D. Domain: Twitter users post short messages about a variety of topics unlike other sites which are tailored to a specific topic. This
differs from a large percentage of past research, which focused on specific domains such as politics reviews.

@USERNAME - Using the *@’ symbol people can address their tweets to some person who they want to communicate with. A
person can also address to multiple users for example, @aaronpaul @bryancranston.
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#HASHTAG — The popular or the trending topics on Twitter are highlighted using the hashtags. People can also contribute towards
the trending topics by attaching their personal message to them for example, #rooney 'How much is he really worth after signing the
new deal?"

RT - A retweet is a popular feature of Twitter using which a user can forward a tweet of another person like a celebrity to his own
followers. Before diving deep into all the research work currently being done related to tweet text classification or categorization it is
imperative to have some knowledge of classification methods or algorithms being used for the particular research work. The
remainder of the paper is structured as follows. Section 2 deals with all the different research work done related to classification or
categorization based on twitter content. Section 3 deals with the collection followed by the pre-processing of tweets. Section 4 deals
with the use of the Nave Bayes algorithm along with the Map Reduce paradigm for categorization of tweets.

Il. RELATED WORK

Text classification is a well traversed area of machine learning, thanks to its potential for wide-reaching impact. [4] and [5]
present good overviews of the methods used so far and their relative strengths and weaknesses. In [4], Yang and Liu go over the
theory behind classifier methods such as Support Vector Machines, Neural Nets, k-Nearest Neighbour and Naive Bayes approaches.
Their results do not offer much by way of quantitative outcomes of using these methods to classify short text snippets as we have. Lee
makes some fascinating observations about how humans perform (long form) document classification in [5], providing a Bayesian
model that fits how people seem to reason about this problem. His approach seems specific to the limited-domain topic classification
problem though, that will be relevant for the second dataset in our paper.

1. "Scalable Sentiment Classification for Big Data Analysis Using Naive Bayes Classifier" In Big Data, 2013 IEEE
International Conference on, pp. 99-104.IEEE, 2013. [6] Because of their ability to “learn” from the training dataset to
predict or support decision making with relatively high accuracy the machine learning technologies are widely used in
sentiment classification.

2. In [7] categorization of Twitter messages based on their content. Their results show some fascinating observation such as,
80% of the tweets belong to user to user communication whereas the rest 20% has news characters.

3. In [8] ,proposes a system called Twitter Stand' for capturing Tweets regarding worldwide breaking news. For this the
categorization is done into two classes namely 'news' and ‘junk’. All of these approaches provide a valuable insight into
Tweet classification but none proposes an approach to handle large number of tweets.

1. PROPOSED WORK
A. COLLECTION OF TWEETS:

The preliminary step deals with collection of tweets for categories like sports, elections and technology. Twitter provides two
API's for gathering tweets namely the Twitter Streaming API and the Twitter REST API. We make use of the Twitter Streaming
API to gather our tweets. We have used the Twitter4j library to gather tweets which internally uses twitter Streaming API. The
Twitter4j library requires OAuth support to access the API. Twitter uses OAuth to provide authorized access to its APIl. We have
used the Application Only Authentication where the application makes API requests on its own behalf, without a user context. API
calls are still rate limited per APl method, but the pool each method draws from belongs to your entire application at large, rather
than from a per-user limit. We have generated OAuth settings by using a twitter account, as we cannot use the settings unless you do
not have a registered account. For gathering the tweets some important steps are given as follows :

Step 1: Getting Twitter API keys and access token

In order to access Twitter Streaming API, we need to get 4 pieces of information from Twitter: AP key, API secret, Access token
and Access token secret. Follow the steps below to get all 4 elements:

o Create a twitter account if you do not already have one.
e Go to https://apps.twitter.com/ and log in with your twitter credentials.
e Click on "Create New App"
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€ - C & hitpsy/apps.twitter.com

Application Management 0O

Twitter Apps

You don't currently have any Twitter Apps.

Creaie New App

e Fill up the form, agree to the terms, and click on the "Create your Twitter application”
¢ Inthe next page, click on “API keys and access token” tab, and copy your "consumer key" and "consumer secret key "
e Scroll down and click on "Create my access token", and copy your "Access token" and "Access token secret".

Step 2: Connecting to Twitter Streaming APl and downloading data
e We are using an editor i.e. eclipse to connect to Twitter Streaming APl and downloading the data.

e Next create, a java file. Make sure to enter your credentials into access token,access token
secret, consumer key, and consumer secret key.

The output data looks like:

13 | SimpleStream [Java Application] /ust/lib/jvm/java-B-openjdk-amd64/bin/java {29-Oct-2017, 8:38:59 PM)
llsun bct 29 20:39:88 IST 2017]Establishing conmection.
[Sun Oct 29 20:39:06 IST 2017]1Conmection established,
[Sun Dct 29 28:39:86 IST 2817]1Receiving status streoas.
ndtv
India
924653528232775680
AT @CrichetNDTVLIve: 3rd ODI: Menry Micholls hits Xedsr Jadhav for 3 41 252/4 (41,1 Ov) #INOVNZ https://t,.co/hDVGeWIVZp https://t.co/JbBs2.

real ALL XaTti

Islamabad; Pakistan

924654328015738881

AT @Sa)_PakPassion: Mohamead Hafeez bowling to a left-hander............ you know what happens next #Cricket #Pakvsi

NawnzsTiger

null

924654329348476929

RT @Parri?77: Just not Intermatiomal Cricket that is Coming home Today, Its Our Pride and Passion, Welcome Sri Lanka to Pakistan.

GulsWaqas

Lahore, Pakistan

034654331491766272

RY @lzhparEMuzamatl: whole Pak lost int'natiomal cricket beoz of Lahore attack and this is 9th consecutive cricket match im Lobhore with none.

WisdenScores

null

924654311621685377

MILESTONE! NZ 252/4 (41,1 ovs) htrps://t. co/POUZCDKESS #INDvSNZ #cricket 3rd 0DI

wWisdenScores

null

924654333425172480

FOURY K Jadhav to W Nicholls, NZ 252/4 (41.1 ovs) Target: 338 https://t.co/PSUZGDXKES3 #INDvSNZ #ccicket 3rd 0DI

Salmanse

London, UK

924654332978574336

AT §53) PakPassion: Waqar Younis "Sri Lanka coming to Pakistan and showing their support for Pakistan cricket will never be forgottem™ #Cri.

Mai1dAl 166639

sened | any ol aSleadl LI

9246543408%90359296

AT adrfoncenk: Sri fankan team 15 alwavs welcome (8PAKYST httns: //t cn/CoKH2aMeAn
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B. PRE-PROCESSING:

Pre-processing involves a series of techniques which should improve the next phases of classification, in order to achieve better
performances. Before using the tweets collected from Twitter as training data set, pre-processing of the tweets is done to remove
unnecessary information or disturbing elements and redundant word for the next phases of analysis and in the normalization of some
misspelled words. The pre-processing steps include as at [9]:

1. Removing links (URLS): The directions to URL may be included by these tweets. The embedded URL is usually used to give
the source for the detailed description of the content include in the tweets. But in our gathered tweets the description of the web
content is not taken to classification of tweets. Hence all such web directions are removed from the gathered tweets.

2. Removing usernames: Twitter lets the users send private messages to other person. This is usually start with a ‘@’ symbol
followed by a user like @username. The user mentions doesn’t indicate any important information to us in the text classification
process. So we remove the @Username.

3. Removing special symbols: Special symbols like #, . , *, $ which are unnecessary. If we talk about the hash tag, the hash tags
are another entity associated with tweet to name or tag a topic and usually start with a # symbol. The hash tag doesn’t provide
significant information. So these special symbols are removed since found no significance in our classification approach.

4. Removing emoticons: This step removes the various emoticons in the gathered tweets.

5. Removing Stop words: This step removes the various stop words that constitutes the grammar of the sentence as they do not
give us significant information (like the, for, who etc.).For this we gathered a corpus of stop words which is used for removing
the stop words from the tweets.

6. Removing of retweets: Retweets looks like normal Tweets(on Twitter a message posted by another user) with the author’s name
and username next to it, but are distinguished by the Retweet icon and the name of the user who retweeted the Tweet. Retweets
contain the copy of the original tweet, so it adds to redundancy of information. So in this step we remove the retweets so that
training data contains the unique tweets only.

C. CONVERT DATA INTO TSV FORMAT:

Tab -Separated Values (TSV) is a text format that is used to store data in a tabular structure. It is very similar to the CSV format,
but the delimiter is a tab rather than a comma.

The TSV format is thus a type of the more general delimiter-separated values format is a useful alternative to the CSV format if
your data contains commas. Commas are very common in text data and they are used in European number formats.
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|m politica
politics Sholle=i kick=d thi=ving =nter politices vice l=gal Dont surpriss=d
policios WELFAREshould hard aBUILDING FE Bumper Stickers Zagzle policios
poalicics Zman Duffy Jopn Seevarf common ansvers
politics Proud snookums Hosting Youtbha Politice Forum today Voigeover Artist tomorrow round bad time
policios news Iran angry people Bandar Abbas shout slogans ssparation Parsisn region Syris ABC politios
policiaes exisc BJIP
politics Growing debt US resumes aid Pakistan
politcics mound= =np announce date thing i=snt politicos =xoitcing
policios Michaesl Moore turned chance reaign Cabinet post
palitica Official cusated lazxy bBlacks commant cnn
politics politics propaganda long young rising gensration copyng
policios Syria rebels mest pesce envoy FSA AP ABC BBEC politios Belgium =gypt humanrights sms sydney news reuters
policics author Boss Sides Sir Alex Ferguson verdicr Fergusons autobiography cnews
palitics Excellent proof dosant rsead ANC win slesctions Luma
policics CCEcon Follow story sffect U sgonomy Al=x Salmond independsncs sact sslfbslisf
policics Irag War won peace lo newsfesd sydney News Belgium fail oot politics Euronews egypt FOX world Breaking
politica Hismtory proven Brian Mulroney appointing Mike Duffy Ssnate Fat farma Frank Magazine
politics READ THIS Excellent pi=ce wesks political happ=ning= ableg ablib Co
policios Managing people politicos Pat Adescla Mensah
politica newWwa Eu Widespread demonatration scouthern Iran city world AP resuters iranslectiaon politics
politics sSourceDesh Gujiarat
policios person politios
policics George Osborne showing misguided ourofrouch individual ToryFail
politics targeting immigrants UK govt driven politics necessity James Dornan MSPR
policics DTH Italy Labour MP Doran announces reciremsnt Labour MP Absrdeen Horth Frank Doran announcss
policics Vored Boshnexr House Politics Rep Petition Remove Boshner Gowdy Wonu
politica Category error Clear distinction great truths art literature halfrruths posing facts politicas
politics Arabk Spring haj pilgrims talk politics heavy sscurity
policios Time =nd Londons motherhood penalty Statesman London
paliciaes Shutdown Showdown Widened GOPTea Party Rifr Shutdowsn showdown widened GOPrea party rift ahead tough deba
politica Shutdown Showdown Widened GOPTea Party Rift NHews
policics youthparliam=nt Wot mr Pavan Verma =tating h2 relsvance days politices depicts=d Book Chanakyas= Manife=sto

D. LABELING:
After pre-processing the final step of tweets is the labeling of tweets based on categories namely politics, sports and technology
etc.

Table 1: Distribution of dataset as per the category

Name of Category Percent of total tweets in Data Set

Politics 34 %

Technology 29 %

Sports 37%

E. TRAINED THE NATVE BAYES CLASSIFIER WITH TRAINING DATA SET:
1. Naive Bayes Classifier:

Naive Bayes is a probabilistic classifier that is based on the so-called Bayesian theorem and is particularly suited when
the dimensionality of the inputs is high with strong (naive) independence assumptions.

In machine Learning , Naive Bayes classifier is based on the assumptions that the presence or absence of a particular feature, given
the class variable, is unrelated to the presence or absence of any other feature. We have used the Naive Bayes classifier for the
categorization of tweets due to its simplicity. The probability model for a Naive Bayes classifier is a conditional model. Now
P(CIF1, ...... , Fn) over a dependent class variable C with a small number of outcomes or classes, is conditional on several feature
variables F1 through Fn. Using Bayes' theorem, this can be written as:

P(C)*P(Fy,Fs.... FN/C)
P(C/Fy,Fs....Fn) = .
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In general language, we can represent it as:
Posterior = ( Prior * Likelihood ) / Evidence
In simple terms, Bayes’s rule says that if you have a hypothesis H and evidence E that bears on that hypothesis, then [8]:

PrlEM]*Pr[H]
PrIHE] =

PriE]

In case of Text classification Naive Bayes classifier would model a document on basis of presence or absence of words on that
document. We have employed a Multinomial Naive Bayes classifier which considers frequency of words. In our case it can be
denoted as:

P(CIT) « P(C) * IT P (WKIC) @)

Where, P (C / T) is the probability of tweet T being in category C, P(C) is the prior probability of category C (obtained from the
training data) P (Wk | C) is the posterior probability of word.

ALGORITHM:

Step 1: Prepare the document-term matrix according to term frequencies.

Step 2: Perform feature selection.

Step 2-a: Compute probability for each term as per Equation (1).

Step 2-b: Select 'k' highest ranking features.

Step 2-c: Trim the document-term matrix for both training and test datasets so that only the selected features are included.
Step 3: Train the Modified Multinomial NB Classifier

Step 4: Test the sample and predict the class as per Equation (2)

Training Phase Test Phase

~

Twitter

%7 [ New Document Tes'%

~

Tweets Fetched
[ Feature Selection

y

Converf into TSV
Format

v
[ Clas\sifier }4
\%

~

J
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IV. RESULT

Text Classification

[ Category assignment ]

& evaluation

Despite of the assumption that features in the text being classified are independent of each other, we observe that this classifier
performs reasonably well on our data set and also is significantly faster. We observed that the accuracy of the classifier is about
75% for the test data set, consisting of 100 sample test tweets, which we collected from Twitter.

El console 3

CallMaiveBayes [Java Application] C:h\Program Files\Javajrel.8.0_144\bin'javaw.exe (18-Mar-2018 4:51:35 PM)
Politics TweetCount: 6844 Hashcount: 2266
Sports TweetCount: 2206 Hashcount: 3194
Technology TweetCount: 8230 Hasheount: 2670
Technology: 19788

Sports: 24179

Politics: 19104

Tweets in Technology: 2670

Tweets in Sports: 3194

Tweets in Politics: 2266

Total Tweets: B130

Priori Probability of Sports: 0.392B6592B6592866
Priori Probability of Politics: 0.2787207372078721
Priori Probability of Technology: 0.3284132841328413

Sports Unigque Count: 7732
Politics Unigue Count: 5964
Technology Unigue Count: &866

Graphical representation of textual data using text categorization given as below :
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Classification of the data for particular

category according their probability
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V. CONCLUSIONS AND FUTURE SCOPE

Social networking sites research so far has become an exciting area for research projects related to machine learning and data
mining. The huge amounts of data being generated on social networking sites such as Twitter can be very helpful to big
multinational companies or politicians in making important strategic decisions based on user classification, sentiment or
geographical distribution. For analyzing the user behaviour, first of all twitter data is extracted using Java through Twitter
Streaming API. The extracted data is available in unstructured (JSON) format which is converted into structured format. Data
needs to be filtered before analyzing. Data is cleaned by removing stop words. This paper thus helps for tweet classification with
the help of existing Naive Bayes classifier. This will help to analyze large dataset much easily using multiple node clusters.

In future, the data can be from multiple sources at the same time. Map-Reduce can be applied to the existing Naive Bayes

Classifier to improve the efficiency and accuracy. This will help to analyze large dataset much easily using multiple node clusters.
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