
www.ijcrt.org                                                          © 2024 IJCRT | Volume 12, Issue 5 May 2024 | ISSN: 2320-2882 

IJCRT2405993 International Journal of Creative Research Thoughts (IJCRT)www.ijcrt.org j39 
 

 Smart Gen AI Chat for Mental Wellness 

1Yutika Prabhu, 2Tamanna Bothra, 3Vaishnavi V, 4Vandana V M, 5Tejaswini K 
1 2 3 4Student, Dr. Ambedkar Institute of Technology, Bangalore 

5Assistant Professor, Dr. Ambedkar Institute of Technology, Bangalore 

 

Abstract:  In recent years, humanity has witnessed several significant catastrophic disasters, including pandemics, wars, and 

earthquakes, in which millions of people required both emotional and mental support. Chatbots have been made use of for the past 

decade or so to improve delivery of mental health care services. Patients' perceptions and views impact the widespread use of 

chatbots in healthcare. Several studies have been carried out to evaluate patients' views and experiences on mental health chatbots. 

Our project focuses on finding a solution to this issue by building a chatbot which provides mental health-based support. The chatbot 

understands and responds to people's emotions through Natural Language Processing (NLP) and Long Short Term Memory 

(LSTM). It offers helpful advice for managing common mental health issues like stress and anxiety. It will also cover the benefits 

as well as the limitations of using chatbot for therapy as well as some suggestions as to how it can be enhanced in the future. 
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I. INTRODUCTION 

1.1 Background 

Mental diseases are a developing global concern. Approximately 29 of every 100 people may develop such illnesses throughout 

their lives [1]. It is predicted that the pandemic alone caused an additional 53 million cases of depression and 76 million cases of 

anxiety worldwide. There is a global lack of mental health professionals. According to data from 2022, there are 13 mental health 

workers per 100,000 individuals on average [2]. 

Globally, mental health human resources are in short supply, funding is inadequate, and mental health illiteracy is widespread. 

This scarcity of resources is particularly noticeable in low- and middle-income nations, where there are just 0.1 psychiatrists per 

1,000,000 people, as opposed to 90 psychiatrists per 1,000,000 persons in high-income countries. According to the World Health 

Organization, mental health services benefit 15% and 45% of persons in need in poor and developed countries, respectively. This 

could be a substantial contributor to the rise in suicide behavior in recent decades [3]. 

1.2 Understanding Therapy 

Psychotherapy, commonly referred to as therapy, is a medical practice that aims to reduce emotional suffering and mental health 

challenges. Some of the well-known therapeutic techniques include person-centered therapy (PCT), cognitive behavioral therapy 

(CBT), and emotional support. PCT allows patients to direct their own therapeutic journey, whereas CBT focuses on problem 

resolution and action to modify harmful thought patterns. ES also provides emotional support and empathy as people navigate their 

issues. Psychotherapy, commonly referred to as therapy, is a medical practice that aims to reduce emotional suffering and mental 

health challenges. Some of the well-known therapeutic techniques include person-centered therapy (PCT), cognitive behavioral 

therapy (CBT), and emotional support. PCT allows patients to direct their own therapeutic journey, whereas CBT focuses on problem 

resolution and action to modify harmful thought patterns. ES also provides emotional support and empathy as people navigate their 

issues [2]. 

1.3 Problem Statement 

The current mental health support environment faces numerous challenges, including limited accessibility, high costs, and the 

persisting stigma associated with seeking treatment. Traditional treatment techniques usually fail to offer timely and personalized 

care, exacerbating the global mental health epidemic [1]. To address these challenges, the “Smart Gen AI for Mental Wellness” 

project aims to leverage the power of generative AI and conversational AI to build a transformative platform for personalized and 

accessible mental health care. The project seeks to overcome the limitations of current mental health support systems with the help 

of therapeutic chatbot [2] by bringing a novel and technologically advanced approach to fulfilling the world’s growing mental health 

needs of five years. 

http://www.ijcrt.org/


www.ijcrt.org                                                          © 2024 IJCRT | Volume 12, Issue 5 May 2024 | ISSN: 2320-2882 

IJCRT2405993 International Journal of Creative Research Thoughts (IJCRT)www.ijcrt.org j40 
 

II. RELATED WORK 

Generative AI, a growing area, has attracted significant debate because to its transformational potential across multiple domains. 

Notably, it has permitted the creation of complex cultural output ranging from visual arts to music, writing, and even video production. 

Diffusion models have permitted the synthesis of high-fidelity visuals, whilst large language models (LLMs) are capable of producing 

cohesive prose and poetry in a variety of circumstances. These advances in generative AI are poised to transform creative workflows, 

altering how ideas are conceptualized and realized. As a result, interdisciplinary research is required to understand its broad 

consequences for culture, economics, law, algorithms, and the complex interplay between technology and creativity [4]. 

ELIZA was an early natural language processing application built for MIT’s MAC time-sharing system. Joseph Weizenbaum 

describes how ELIZA improves conversational interactions between users and machines by analyzing input texts using established 

decomposition rules triggered by keywords. Responses are generated using reassembly rules that correspond to these breakdown 

principles. ELIZA solves core technical difficulties such as keyword recognition, minimal context discovery, optimal transformation 

selection, answer generation without keywords, and script editing capabilities. The report also explores the psychological 

consequences of the ELIZA approach and possible future advancements in the subject [5]. 

Lennart Brocki et al.’s study introduces Serena, a deep learning dialogue system designed exclusively for mental health 

counseling. Serena uses a large-scale Seq2Seq Transformer model trained on person-centered therapy transcripts to provide 

sympathetic answers and improve counseling outcomes. Despite occasional issues like hallucinations and incoherence, Serena 

represents a promising option for increasing mental health assistance through the use of artificial intelligence [6]. 

In their research paper, Fitzpatrick KK et al. describe Woebot, an automated conversational agent that uses brief daily chats and 

mood tracking to conduct Cognitive Behavioral Therapy (CBT). Woebot functions within a messenger program that is available on 

both desktop and mobile devices. Interactions often begin with questions regarding the user’s current mood, followed by responses 

in the form of words or emoji images. Participants are then introduced to fundamental CBT concepts through short movies or word 

games that teach about cognitive distortions. Onboarding involves an overview of the bot’s capabilities and limits, emphasizing its 

position as a self-help tool rather than a replacement for therapy. Users are also alerted that psychologists are monitoring them, but 

not in real time, and are encouraged to seek emergency treatment if necessary [7]. 

Temsah O et al. investigate the advent of ChatGPT, an artificial intelligence chatbot, as a key role in medical education and 

healthcare literature. Through a hybrid narrative review, both human authors and ChatGPT work together to summarize and 

synthesize the first four months of indexed medical literature. Using a search approach in the PubMed and EuropePMC databases, 

65 and 110 papers were found, respectively. These studies explore ChatGPT’s impact on a variety of topics, including medical 

education, scientific research, medical writing, ethical considerations, diagnostic decision-making, automation potential, and 

criticism. The study highlights the growing body of literature on ChatGPT’s uses and implications in healthcare, emphasizing the 

need for additional research to assess its efficacy and resolve ethical problems [8]. 

III. SYSTEM DESIGN 

We will examine the system’s design by going deep into LSTM Architecture and overall System Architecture of our chatbot’s 

model. 

3.1 LSTM Architecture  

The LSTM model addresses the issue of long-term memory degradation by incorporating three fundamental structures: input, 

forgetting, and output gates. These gates control the flow of information within the model, allowing it to store long-term dependencies 

efficiently. The input gate regulates the amount of current input read into the cell, whereas the forgetting gate governs how much of 

the previous cell state is maintained. The output gate transforms a portion of the cell state to the hidden state. By selectively activating 

these gates via a gating mechanism, the LSTM model can eliminate unnecessary information while retaining the most significant 

memories. This technique addresses the gradient disappearance issue, allowing LSTM to outperform traditional recurrent neural 

networks (RNNs) in terms of long-term memory retention. Finally, LSTM enhances the storage and retrieval of long-term memory 

in neural networks [9]. 

The basic structure of the LSTM component is as follows: 

 
Fig 1: Network Structure of LSTM 

1. Figure 1 shows the forget gate function of the LSTM model. This gate assesses the relevance of information by comparing 

inputs from previous and current cells. Weights and biases are utilized, and the sigmoid function produces a value between 0 and 

1. This value indicates whether the information is retained (near to 1) or discarded (close to zero) [10]. 

2. The input gate in the LSTM model plays a critical function in incorporating important information into the cell state. It starts 

by employing the sigmoid function to regulate incoming data, similar to the forget gate, utilizing inputs from the prior cell state 

(h_t-1) and the current input (x_t). This method removes superfluous information. Next, the tanh function is used to generate a 
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vector with outputs spanning from -1 to +1, encompassing all potential values from h_t-1 and x_t. Finally, the vector values and 

regulated inputs are multiplied to extract and store important information [10]. 

3. In the LSTM model, the output gate extracts relevant information from the current cell state to generate the output. Initially, 

a vector is generated by applying the tanh function to the cell, collecting a range of possible values. The information is then regulated 

by the sigmoid function and filtered based on the values to be retained, using inputs from the prior cell state (h_t-1) and the current 

input (x_t). Finally, the vector values and controlled inputs are multiplied to produce the output, which is used as input for the next 

cell [10]. 

 

3.2 System Architecture 
Now we will discuss the proposed flow of system architecture for our LSTM based chatbot model. 

 
Fig 2: Proposed System architecture using LSTM Model 

In our project, we propose a context-based text generation model that incorporates contextual information alongside input-

output instances. Similar to the depicted approach in Fig 2, we apply context extraction techniques to derive context vectors, 

which are then concatenated with input words to train our language model. Vectors share the same dimensionality as the input and 

output vectors, whichever kind we choose. Our system operates on the premise that the context vector of a sequence encapsulates 

its semantic essence. For example, for the sentence “I have been feeling low and anxious” the context vector may include words 

like “anxiety,” “depression,” and “sad.” Each input-output instance is associated with a context vector, which could represent a 

keyword, a word set, or a topic indicative of the sentence’s semantic content. While akin to paragraph vectors [12], context vectors 

do not capture the entire semantic context. We find traditional topic modeling techniques like Latent Dirichlet Allocation (LDA) or 

Latent Semantic Analysis (LSA) unsuitable for our purpose, as they rely on topic distribution across documents, whereas our text 

generation models require more diverse topic representations [11]. 

Our text generation model adopts a many-to-one structure, where the model is trained on multiple input words and a single 

target word. Notably, we opt against sentence tokenization in the dataset to preserve features like sentence completion, openings, 

and semantic continuity between sentences. Hence, input sequences extracted from the dataset maintain uniform length but are not 

necessarily complete sentences. Conversely, context vectors are computed for each valid sentence. During the training dataset 

generation process, inputs consist of i,...,i+n words with the output word at i+n+1, originating from a paragraph. The maximum 

number of words forming an input sequence that constitutes a sentence determines the context vector for that specific input instance. 

These context vectors are simply appended to the inputs during model training [11]. 

 

IV. IMPLEMENTATION 

For implementation and building of our project, we first focused on creating a mental wellness-based dataset followed by 

pre-processing of data and building of LSTM model using that data. 

4.1 Data Collection 

 Online surveys, such as Google Forms, are a quick and effective way to collect data, especially during hard times like the 

COVID-19 pandemic. Researchers may quickly contact a large audience and collect replies remotely, reducing the requirement for 

personal engagement [12].  

For our dataset, we circulated google forms around several social media platforms like WhatsApp, Reddit and Instagram, 

in order to reach a larger audience. The questions involved ratings for happiness and anxiousness as well as how users generally 

feel in their daily lives as shown in fig 3. Users were also asked for questions they might have for a mental health worker. These 

questions were then responded to by few psychologists as subject matter expert after conducting a few sessions with them. The 

dataset is as shown in fig 4. 
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Fig 3: Data collected using Google Form 

 
Fig 4: Questions and Therapist Responses Dataset 

 

4.2 Data Preprocessing 
 Preprocessing procedures like tokenization, normalization, stemming, lemmatization, stop word removal, and noise 

reduction are used to prepare raw text input for classification tasks. These procedures standardize, simplify, and filter the text so 

that it may be analyzed effectively. Words are then assigned relevance scores using feature extraction approaches such as TF-IDF. 

Finally, the processed data is classified using machine learning techniques including SVM, Logistic Regression, Naive Bayes, 

Random Forest, Decision Tree, and K-Nearest Neighbor [13]. 

We have used tokenization for pre-processing our dataset and converting into tokens based on the words as shown in fig 5. 

 
Fig 5: Tokenization for Data Preprocessing 

 

4.3 LSTM Model 

 To build the LSTM model, first prepare the text input, and then define batch data creation using One-hot encoding. The 

dimensions corresponding to the One-hot-encoded word vectors are then replaced with the high-level characteristics derived from 

the CBOW model output. The LSTM model is then defined using the Keras Sequential API, which adds input, embedding, LSTM, 

normalization, dense, dropout, and output layers in order. Finally, the model is built using the Adam optimizer and a sparse   

categorical cross-entropy loss function [9]. 
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Fig 6: LSTM Model dimensions for chatbot 

To explain further about the model dimensions of the chatbot, table 1 covers the explanation on different parameters used 

in each layer. 

 

Table 1: Model Parameters explained layer by layer. 

 

In conclusion, the table gives a thorough explanation of the model’s architecture, including the input layer, embedding 

layer, LSTM layers, layer normalization, and compilation settings. Each component contributes significantly to the model’s 

functionality, from input data processing to training process configuration. Together, these components offer a unified framework 

for training and evaluating the model’s performance in a variety of tasks. 

 

V. RESULTS AND DISCUSSION 
A working prototype of the chatbot was created, as indicated in the fig 7: 

Now we will categorize the prompts into 3 main categories: 

1. Based on Relevance: Evaluate the bot’s response to terms relating to mental health and therapy. This contains terms like 

“anxiety,” “depression,” “therapy,” “counseling,” and more. Ensure the bot identifies these terms and provides relevant information 

or support. 

(a) Mental Health Related Prompts: Prompts for mental health disorders including anxiety, sadness, and stress provide 

accurate and empathic solutions suited to the user’s specific requirements as shown in fig 8. 

 

Layers Parameters Description 

Input shape=(X.shape[1]) 

Defines the input shape of the data. X.shape[1] represents the 

number of features in the input data. 

Embedding 

input dim=vocab size+1, 

output dim=100 

Converts integer indices into dense vectors of fixed size (output 

dim=100). The input dim is set to vocab size+1 to accommodate 

all unique words in the vocabulary. 

LSTM (1st layer) 

units=32, return 

sequences=True 

LSTM layer with 32 memory units. return sequences=True 

ensures that the LSTM layer returns the full sequence of outputs 

rather than just the last output. 

LayerNormalization  Normalizes the activations of the previous layer at each batch. 

LSTM (2nd layer) 

units=32, return 

sequences=True Another LSTM layer with 32 memory units, returning sequences. 

LayerNormalization  Normalizes the activations of the previous layer at each batch. 

LSTM (3rd layer) units=32 Third LSTM layer with 32 memory units. 

LayerNormalization  Normalizes the activations of the previous layer at each batch. 

Dense (1st layer) 

units=128, 

activation="relu" Dense layer with 128 units and ReLU activation function. 

LayerNormalization  Normalizes the activations of the previous layer at each batch. 

Dropout rate=0.2 

Dropout layer to prevent overfitting by randomly setting a 

fraction of input units to 0 at each update during training. 

Dense (Output layer) 

units=len(np.unique(y)), 

activation="softmax" 

Output layer with units equal to the number of unique classes in 

the target variable (y) and softmax activation function for multi-

class classification 
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Fig 7: Chatbot User Interface 

 
Fig 8: Chatbot’s response to mental health prompt 

(b) Non-Mental Health Related Prompts: Assess the chatbot’s relevancy by presenting non-mental health cues and 

evaluating its ability to divert conversations away from such themes while remaining engaging and supportive as shown 

in fig 9. 

 
Fig 9: Chatbot’s response to non-mental health prompt 

(c) Suicidal based Prompts: Evaluate chatbot’s ability to handle sensitive situations by mimicking suicidal thoughts or 

behaviors. Ensure timely and suitable responses that emphasize user safety and provide access to resources and support 

services as shown in fig 10. 

 

2. Based on positivity: Provide user input containing phrases or sentences related to mental health issues or seeking therapy. Verify 

that the bot responds with empathetic and supportive messages, providing information or resources to help the user as shown in fig 

11. 

 Responding to negative prompts can be tricky, as being unbiased can be difficult based on data provided. To verify, we gave the 

bot a discouraging and negative prompt as shown in fig 12.  
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Fig 10: Chatbot’s response to sucidal based prompt 

 
Fig 11: Chatbot’s response to positive and empathetic question 

 
Fig 12: Chatbot’s response to negative and hatred filled question 

The chatbot acted in an understanding way and also tried to ward the user off violence using a good choice of words. Responding 

to open ended questions can be confusing so now we will test our model on neutral prompts as shown in fig 13. 

3. Edge Case Prompts: Test the bot’s response to edge circumstances, like misspelled keywords, partial phrases, and ambiguous 

input. Check that the bot handles these instances well and offers helpful responses or cues for clarification. So, we gave a prompt 

with spelling and grammatical errors and saw whether it can identify the correct keywords and answer accordingly. As shown in 

fig 14, the bot recognized the topic and answered based on that.  

Next, we tried a phrase type question, to see how chatbot responds to that. Based on fig 15, the chatbot responded to the best of it 

abilities and understanding the context of the phrase.  
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Fig 13: Chatbot’s response to neutral and general kind question 

 
Fig 14: Chatbot’s response to misspelled and grammatically wrong question. 

 
Fig 15: Chatbot’s response to phrase type question 

 
Fig 16: Chatbot’s response to an ambiguous question 

Lastly, we tried a ambiguous type prompt to check chatbot’s response. As shown in fig 16 the chatbot tried to ask for more details 

to understand user’s question or dilemma better. 
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VI. CONCLUSION AND FUTURE ENHANCEMENTS 
To summarize, the “Smart Gen AI Chat for Mental Wellness” initiative marks a big step forward in mental health 

assistance, utilizing AI technologies to provide individualized therapeutic experiences. The platform’s goal is to help those in need 

with accessible and effective assistance through user-centered design and continuing enhancement. 

Future developments may focus on automated model optimization strategies to assure continual improvement and 

relevance. Furthermore, incorporating thorough self-assessment features and improving the user interface to provide a more intuitive 

experience could boost the platform’s efficacy and user engagement. A user rating system for replies might also be considered, 

allowing the model to learn from user feedback and tailor its interactions, accordingly, resulting in a more personalized and effective 

therapeutic experience [2]. 
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